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INTRODUCTION

Cotton (Gossypium spp.) is a vital global crop, serving as a
primary source for textiles and oilseed production. Cotton
cultivation is facing many challenges, including the threat of
diseases that can have a significant impact on crop yield and
quality (plantdiseasehandbook,2021). Some commonly found
major diseases in the cotton plant leaves in India are bacterial
blight , curl virus, Fusarium  wilt, alternaria leaf blight etc and
some commonly found minor cotton plant diseases in India
are Cercospora Leaf spot, Tobacco Streak Virus etc (https://
agritech.tnau.ac.in/ ; Mehboob-ur- Rahman, 2017). To ensure
sustainable cotton production and effective disease
management, it is crucial to detect these diseases in a timely
and accurate manner. In recent years, advancements in artificial
intelligence and machine learning, particularly Convolutional
Neural Networks (CNNs), have opened new avenues for
revolutionizing disease detection in agriculture. In this paper
a CNN model is proposed to carry out the experiment for the
diseased leaves image detection process and to find better
accuracy (Rai,2023; Udawant,2021; Shruthi, 2019;
Vasavi1,2022). The CNN model which is discussed in the
paper has come into the picture various times with wide range
of datasets.

Convolutional Neural Network (CNN), is a class of deep neural
networks, which has shown remarkable success in various
image analysis tasks, ranging from object recognition to
medical diagnosis. Its ability to automatically learn and extract
intricate features from images has led to significant
improvements in accuracy and efficiency. In the context of
agriculture, CNNs have been increasingly employed for the

detection and classification of plant diseases, including those
affecting cotton plants ( Prashant Udawant,2017; Adi,2021).

Detecting diseases in cotton plant leaves using CNN involves
training models to recognize distinctive patterns and visual
cues associated with various diseases. This approach holds
great promise for transforming traditional disease diagnosis
methods, which often rely on manual inspection and expert
judgment, into automated, data-driven processes. By
harnessing the power of Neural Networks for researchers and
farmers can potentially detect diseases at early stages, enabling
timely intervention and mitigation measures.

This paper aims to explore the application of Convolutional
Neural Networks in the detection of diseases in cotton plant
leaves. We will delve into the underlying principles of CNN,
discuss the importance of robust datasets for training, examine
pre-processing techniques to enhance model performance,
and highlight recent advancements in disease detection using
CNNs.

MATERIALS AND METHODS

Dataset Collection and Pre-processing
Acquire a diverse and representative dataset of high-resolution
images of cotton plant leaves with varying stages of health
and diseases.

Label the images with corresponding disease categories (e.g.,
Alternaria leaf spot, Fusarium wilt, Bacterial blight) for
supervised learning.

Split the dataset into training, validation, and testing sets to
assess the model’s performance.
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Apply data augmentation techniques (e.g., rotation, scaling,
flipping) to increase the dataset’s size and improve model
generalization.

Normalize the pixel values of images to bring them within a
common range (e.g., [0, 1]).

Model Architecture
Three convolutional layers are present in the architecture,
followed by a max-pooling layer. This combination enables
hierarchical feature extraction from input images, progressing
from low-level features to higher level representations (Lee et
al., 2015). Filters are used by convolutional layers to capture
features of varying complexity. The feature maps are down
sampled by the subsequent max-pooling layers, which preserve
essential information while reducing spatial dimensions. After
creating the feature maps, they are flattened into a 1D vector
to be inputted into two fully connected, dense layers. Using
sequential connections, these dense layers, which have 128
neurons and 4 neurons, are connected. They learn high-level
features and produce the final classification output,
representing predicted probabilities for each class (Tugrul et
al., 2022).

Convolutional layers: These layers are designed to learn spatial
hierarchies of features automatically and adaptively from the
input images.

Max Pooling layers: These layers down sample the spatial
dimensions of the feature maps, reducing computation and
increasing the network’s receptive field.

Flattening: Converts the 2D feature maps to a 1D vector before
feeding them into the fully connected layers.

Fully connected layers: Neurons in these layers are fully
connected to all the neurons in the previous layer. They
process the features extracted by the convolutional layers.

Dropout: Helps prevent overfitting by randomly setting a
fraction of input units to 0 during each update.
Output layer: Uses SoftMax activation for binary classification
with two classes (diseased and not diseased).
Selection of an appropriate CNN architecture is based on the
complexity of the problem.
Sequential model is selected for creating and predicting the
output.
The selected model consists of three convolutional layers with
max-pooling, followed by fully connected (dense) layers.
Used VGGNet for transfer learning by initializing the CNN
with already trained weights from a large chunk of data.
Fine-tuning the model’s weights to adapt it to the specific cotton
leaf disease detection task.
Model Training of CNN
Implemented the chosen CNN architecture using a deep
learning framework (e.g., TensorFlow).
Compiled the model with an appropriate loss function (e.g.,
categorical cross-entropy) and an optimizer (e.g., Adam).
Trained the model on the training dataset using mini-batch
gradient descent. Monitor training progress with metrics such
as accuracy and loss.
Utilized the validation dataset for hyper parameter tuning and

prevented overfitting.

Applied techniques like learning rate scheduling and early
stopping to optimize model convergence.

Model Evaluation of CNN
Evaluated the trained model’s performance on the testing
dataset using appropriate evaluation metrics (e.g., accuracy,
precision, recall, F1-score).

RESULTS  AND DISCUSSION

There are a total of three convolutional layers in the model.
Convolutional Layer 1 applies 32 filters to the input images,
resulting in feature maps of sizes None, 222, 222, and 32.
Feature maps of sizes (None, 109, 109, and 64) are produced
by Convolutional Layer 2 by applying 64 filters to the previous
layer’s output. The output of the previous layer is processed
by Convolutional Layer 3 with 128 filters, leading to feature
maps of size (None, 52, 52, 128). A convolutional layer is
followed by three max-pooling layers in the model. Down
sampling is performed by Max Pooling Layer 1 on the output
of Convolutional Layer 1, which results in feature maps of
sizes (None, 111, 111, 32). Down-sampling the output of
Convolutional Layer 2 results in feature maps that are larger
than None, 54, 54, 64. Down-sampling the output of
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Convolutional Layer 3 results in feature maps that are size
(None, 26, 26, 128). By flattening the 3D feature maps into a
1D vector, the data for the fully connected layers is prepared.
Flatten Layer is used to transform feature maps into a 1D vector
of size (None, 86528). Two fully connected dense layers follow
the flattened layer in the model. 128 neurons are present in
Dense Layer 1 and it is fully linked to the flattened input. It is
trained to create high-level representations of the features that
are extracted by convolutional layers. The number of classes
or categories in the classification task corresponds to the
number of neurons in the final dense layer. The final output of
the model is represented by the predicted probabilities for
each class. The model was assembled using the Adam
optimizer, which is a stochastic gradient descent variation
that has adaptive learning rates. The loss function for multi-
class classification was determined to be categorical cross-
entropy.

Two categories of leaves were collected for diseased cotton
plants: diseased leaves and healthy leaves. Four different
classes of leaves were taken for the experiment, 3 classes were
having dataset of diseased leaves namely bacterial blight, curl
virus, and curl virus and 1 class was having data for the healthy
leaves respectively.

The CNN-based disease detection model demonstrates
promising results in accurately identifying diseases in cotton
plant leaves. The model achieves a high accuracy rate,

Confusion Matrix

outperforming ANN methods and showcasing its potential as
an innovative solution for disease management in cotton
cultivation.

Results were compared based on the accuracy metrics such
as accuracy, precision, recall, f1-score.

Accuracy (ACC): It is calculated as the ratio of correctly
predicted instances to the total instances in the dataset. It is
expressed as a percentage.

  )edictionsProfNumberTotal(
)edictionsPrCorrectofNumber(

Accuracy =

Precision: It is also known as Positive Predictive Value which
measures the accuracy of the positive predictions made by
the model. It is the ratio of correctly predicted positive instances
to the total instances predicted as positive.

Precision = (True Positives) / (True Positives + False Positives)

Recall (Sensitivity or True Positive Rate): It measures the ability
of the model to correctly identify positive instances. It is the
ratio of correctly predicted positive instances to the total actual
positive instances.

Recall = (True Positives) / (True Positives + False Negatives)

F1-Score: It is the harmonic mean of precision and recall. It
provides a balance between precision and recall, particularly
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Figure 5  : Confusion Matrix of Proposed CNN Model
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useful when class distribution is imbalanced.

F1-Score = 2 * (Precision * Recall) / (Precision + Recall)

S. Bavaskar, V. Ghodake, G. Deshmukh, P. Chillawar and A.
Kathole.2022. “Image Classification Using Deep Learning
Algorithms for Cotton Crop Disease Detection,” 2022 IEEE
International Conference on Distributed Computing and
Electrical Circuits and Electronics (ICDCECE), Ballari, India.
pp. 1-8.doi: 10.1109/ICDCEC E53908.2022.9792911.

Convolutional Neural Networks offer a powerful and
transformative approach to detecting diseases in cotton plant
leaves (Adi,2021; Tugrul et al., 2022). This study showcases
the potential of CNNs in automating disease diagnosis,
potentially leading to improved disease control, enhanced
crop yield, and sustainable cotton production (Suriya, 2023;
Dahiya,2022;  Yadhav,2020; Arivazhagan ,2018; Lee,2015;
Zeiler, 2014). Further research and integration efforts can
unlock the full potential of CNNs in revolutionizing agriculture
practices.

Hence based on the above obtained result, it was concluded
that Convolutional Neural Network is accurate in predicting
the correct output for image detection task with an accuracy
of 98%(Rai, 2023;Udawant,2021;Shruthi,2019;  Vasavi,2022).

CONCLUSION

Therefore, it can be stated that the integration of Convolutional
Neural Networks in disease detection holds promise for
revolutionizing cotton agriculture by providing accurate,
efficient, and automated solutions for identifying diseases in
plant leaves. As we delve into the intricacies of this technology
and its application in the context of cotton cultivation, we can
anticipate transformative advancements in disease
management strategies and the sustainability of cotton
production.
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