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ABSTRACT  
 

Nanomaterials are important for many businesses today, such as computer chips and 

cloud storage devices. A lot of study is being done to make new nanomaterials at the 

same time, machine learning (ML) is being used more to solve problems in fields like 

physics, chemical engineering, and manufacturing sector. Because ML is capable of 

developing in both controlled and unstructured ways, it could help solve many 

problems in the real world. Using ML techniques for examining at images of 

nanomaterials is necessary to find out more about them and characterize and analyze 

their architecture and spectral data, according to the current state of the art. In order to 

achieve this, researchers presented in this study a ML based approach for analyzing 

Scanning transmission electron microscopy (STEM) images and spectral data from 

STEM images of nanomaterials. To analyze STEM images of a nanomaterial, 

researchers suggested an approach called Machine Learning for STEM Image Analysis 

(ML-SIA). In order to analyze the spectrum data of a STEM image of a nanomaterial, 

researchers have introduced an approach called ML for STEM Image spectrum Data 

Analysis (ML-SISDA). To execute the algorithms into practice and assess the suggested 

methods, researchers created a prototype ML application. According to experimental 

findings, ML-based methods are effective for characterizing nanomaterials. Therefore, 

by spurring more research in the field of material analysis using AI, this research assists 

in moving this into the future. 

 

 

1. Introduction 

The use of Machine learning as well as artificial intelligence are becoming more and more 

important in the expanding field of nanomaterials research and characterization [1]. 

Understanding and using AI-based techniques to enhance the designs and production of 

nanomaterials is essential to their development. Microstructures of nanomaterials are in need 

of to be studied more in this situation [2-4]. To solve problems in many different areas, ML-

based methods are also used extensively. Deep learning is used to make ideas more accurate 

http://www.thebioscan.com/
mailto:suresherannagari.mech@bmsce.ac.in
mailto:kuzhal.oli@gmail.com
mailto:rtk.sh@rmkec.ac.in
mailto:nithyacse33@gmail.com
mailto:arunmohan@sethu.ac.in
mailto:veerajyothi_it@cbit.ac.in


       21(1): 23-34, 2026          www.thebioscan.com 

 
24 

 

and high-quality in many fields, including manufacturing [5]. In the research of novel 

technologies and the use of nanomaterials, ML is becoming more important. 

The importance of predictive modelling in the study of nanomaterials is also immense. 

Researchers can model how materials behave in different situations by using machine learning 

methods like CNNs as well as RNNs [6-10]. This helps them find new materials with special 

qualities. This ability to predict the future is especially useful for making nanoparticles better 

for specific uses, like electrical and biological devices, energy storage, and technology [11]. 

Additionally, combining machine learning with spectroscopy methods like IR as well as 

terahertz spectroscopy has made it easier to analyze spectral data more accurately, which has 

led to a better understanding of how materials are put together and how they interact with each 

other [13-16].  

Leveraging ML techniques to improve nanomaterial design and characterization is an 

established practice. Complex materials are characterized using ML algorithms. [6-9] focuses 

on using ML for three-dimensional sample characterization of autonomous microstructures. 

[17-19] looked at how ML may help with material microstructure comprehension and 

characterization. [20-22] investigated microscoping images via the use of ML and predictive 

modeling. Their research contributed to the knowledge of Li-Ion battery microstructures. to 

analyze surface microstructures using data-driven ML, complicated materials must be 

addressed. They conducted their empirical investigation using infrared (IR) spectroscopy. It is 

used for certain assignments to find study tools that use DL. The study [23] looked into how 

DL methods can be used to recreate and characterize materials and what their applications. 

When [24] examined into the microstructural features of photovoltaics, they used a directed 

method with interpretable DL. ML along with DL methods have been examined in different 

sources to determine how useful they're actually [25]. Their research focuses on structural 

engineering, processes, materials, innovation in manufacturing, and material integration.  

The research suggests that in order to determine facts for further characterization and 

evaluation of materials' microstructure and spectrum data, ML techniques must be used to 

analyze images of nanomaterials. The following are the contributions researcher made to this 

article. For the analysis of STEM images and spectral data from STEM images of a 

nanomaterial, researchers suggested an ML-based technique. For the analysis of STEM images 

of nanomaterials, researchers suggested an approach called ML-SIA. To analyze the spectrum 

data of a STEM image of a nanomaterial, researcher suggested a different approach called ML-

SISDA. To test the suggested methods and put the algorithms into practice, researchers created 

a prototype ML application. The next section of the article is organized in the following way. 

Methods for analyzing spectral data and STEM images of nanomaterials are presented in 

Section 2. Findings and analysis are brought forth in Section 3. Finally, Section 4 provides 

some conclusions and areas for further research based on the study.  

2. Methodology 

The suggested technique utilizes ML to analyze STEM pictures and spectral data. ML is well 

known to be rather important for material understanding and characterization. Characterization 

of material using two types of processes with STEM images of nano materials. This kind of 

research opens the door for producing unique nano materials and knowledge of the spectrum 

data of materials. Analysis of the provided STEM picture is done using ML based approaches. 

To identify materials, the input is additionally decomposed and through spectral data analysis. 
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The general outline of the suggested approach for characterizing materials using ML 

approaches is shown in Figure 1. 

 

Figure 1 Schematic View of Proposed Methodology. 

The provided STEM image is analyzed using ML models like Decision Tree (DT) and Support 

Vector Machine (SVM). Following that, non-negative matrix factorization (NMF), 

Independent Component Analysis (ICA), n-FINDR & Singular Value Decomposition (SVD) 

are used to analyze the spectral data. One of the popular ML classifiers for material analysis is 

SVM. Based on its hyperplane criterion, the binary classification method SVM may split the 

feature space to two groups. The hyperplane method may be written as seen in Equation 1. 

∑ 𝑤𝑖

𝑛

𝑖=1

𝑥𝑖 + 𝑏 = 0                                (1) 

Where 𝑤𝑖 indicates the component of vector weight w, 𝑥𝑖 represents the component of point x, 

and b indicates the bias. 

In order to determine classes throughout the STEM image analysis process, the SVM's method 

of operation also requires a distance measure. The distance measurement is provided in Eq. 2.  

𝐷 =
|𝑤𝑇𝑋0 + 𝑏|

‖𝑤‖
                                   (2) 

Here, W = [a,b] indicates the normal vector to the line. 

x0 = (x0, y0) represents the given point. 

wTx0 indicates the dot product of the normal vector and the point. 

∥w∥ = a2+b2 is the magnitude (norm) of the normal vector. 

The absolute value ensures the distance is always positive. 
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Finding the distance from a given point to a hyperplane equation is also necessary for making 

choices about STEM pictures. This distance calculation is done according to Eq. 3.  

𝐷 =
|𝑤𝑇𝑥′ + 𝑏|

‖𝑤‖2
                                                  (3) 

Here x′=ϕ*x0 indicates the feature transformation of x0 into a HD space, 𝑤𝑇𝑥′ represents the 

dot product between weight vector w and transformed point and ‖𝑤‖2 = √∑ 𝑤𝑖
2
 signifies the 

L2 norm of w, ensuring scale invariance. 

DT is a significant indicator that is also used for examining at STEM images of nanomaterials.  

When making a decision tree, the DT algorithm uses a characteristic or feature to divide the 

data into groups.  The two measurements that it uses are entropy and gain, which are shown in 

Equations 4 and 5. 

𝐻(𝑆) = − ∑ 𝑝𝑖

𝑐

𝑖=1

𝑙𝑜𝑔2𝑝𝑖                                              (4) 

Here H(S) is used to measures the uncertainty in dataset S, c indicates the Number of possible 

classes, pi represents the likelihood of class occurrence i at the dataset, 𝑙𝑜𝑔2𝑝𝑖 represents the 

quantity of data acquired whenever an event happens with a likelihood of p𝑖, the negative sign 

guarantees that entropy remains non-negative. 

𝐼𝐺(𝑆, 𝐴) = 𝐻(𝑆) −  ∑
|𝑆𝑣|

𝑆
𝐻(𝑆𝑣)

𝑣𝜖𝑣𝑎𝑙𝑢𝑒𝑠(𝐴)

         (5) 

When employing a DT classifier to model data, assessments are made utilizing both the entropy 

and gain measurements. Employing a variety of techniques, like SVD, n-FINDR, ICA, and 

NMF, the provided STEM picture is subjected to spectrum decomposition with respect to 

spectral data analysis. One tool used for material analysis is the SVD. Factorization of several 

matrices is all that the SVD for a matrix. Leveraging theoretical and geometrical understanding, 

it is used to investigate linear transformations. SVD's intuitive ability to comprehend geometric 

meaning makes it a valuable tool in the data science field. Equation 6 may be used to represent 

the SVD analysis.  

𝐶𝑚×𝑛 = 𝑈𝑚×𝑟 ∗ Σ𝑟×𝑟 ∗ 𝑉𝑟×𝑛
𝑇                             (6) 

Here 𝐶𝑚×𝑛 indicates the original matrix, 𝑈𝑚×𝑟 represents the orthogonal matrix, Σ𝑟×𝑟 signifies 

the diagonal matrix, and 𝑉𝑟×𝑛
𝑇  indicates the transpose of an orthogonal matrix. 

Non-negative matrix Material breakdown can also be done through factorization. Considering 

a certain matrix, NMF solely looks at elements that are not negative. Equation 7 shows the 

NMF process, where W as well as H are 2 matrices & A is the original input matrix.  

𝐴𝑚×𝑛 = 𝑊𝑚×𝑘 ∗ 𝐻𝑘×𝑛                                    (7) 

Another popular ML method for identifying the several independent sources present in a given 

mixed signal is ICA. In contrast to principal component analysis, it concentrates on 
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independent elements. Considering into account the various sources, ICA is calculated using 

Equation 8.  

𝑌 = 𝑓(𝑋)                                                       (8) 

Where f represents the function applied to input X for acquiring the output Y, 

𝑋 𝑡𝑎𝑘𝑒𝑠 𝑡ℎ𝑒 𝑣𝑎𝑙𝑢𝑒 𝑓𝑟𝑜𝑚 𝑋1 − 𝑋𝑛] indicating the input vector containing n features, and 

Y 𝑡𝑎𝑘𝑒𝑠 𝑡ℎ𝑒 𝑣𝑎𝑙𝑢𝑒 𝑌1 − 𝑌𝑛] represents the vector containing n transformed values. 

3. Design of Algorithms  

For examining STEM picture of a nano substance, researcher suggested an approach called 

ML for ML-SIA. Researcher suggested yet another approach for processing spectrum data of 

STEM image for nano material called ML for ML-SISDA. A prototype ML application was 

created for implementing the algorithms & assess the suggested approach.  

Algorithm 1: STEM Image Analysis (ML-SIA) 

 

As shown in Algorithm 1, different ML models, like SVM and DT, are used to classify the 

given STEM picture. The training data T, the workflow of these models, and the STEM picture 

for an oxide catalyst are the components that constitute the program. STEM picture analysis 

and data are given through a process that repeats itself.  Another suggested method is ML-

SISDA.  

Algorithm 2: STEM Image Spectral Data Analysis (ML-SISDA) 
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As shown in Algorithm 2, it delivers the outcomes of the analysis of the STEM image spectral 

data after receiving as inputs a STEM picture of an oxide catalyst and a pipeline of ML models. 

It extracts the supplied image's spectral characteristics. After that, it uses an iterative procedure 

to analyze spectrum data from various angles and provide visual representations of the data for 

nanomaterial characterization. This is the machine learning strategy that might advance the 

field. 

4. Results and Discussion 

This section demonstrates the experiment findings for the suggested method, which includes 

analyzing STEM images and spectral data from a picture of a nanomaterial.  As an example, a 

STEM picture taken from a nanomaterial related to an oxide catalyst is used to test the 

suggested methods. For the actual study, various machine learning methods are utilized. Some 

of them are n-FINDR, NMF, ICA, DT, and SVD in order.  The outcomes are split into STEM 

picture analysis results as well as STEM spectral data analysis results.   

4.1. Outcome of STEM Image Analysis 

A STEM image taken from a nanomaterial related with an oxide catalyst is characterized and 

analyzed using two well-known machine learning methods, SVM and DT. When it comes to 

analyzing and creating the necessary classes, the two categorization models do use distinct 

methodologies. The analysis is conducted using two classifications.  

 

Figure 2a STEM Image of Oxide Catalyst. 

 

As shown in Figure 2a, it shows a STEM image of an oxide catalyst. The properties of nano 

materials are known via scanning transmission electron microscope imaging technique.  
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Figure 2b Outcome of SVM Classification. 

The outcome of SVM classification for the STEM image is shown in Figure 2b. Based on 

SVM's hyperplane for classification, it is binary classification which has produced two classes. 

The line graph illustrates a classification issue in which two distinct data point classes are 

represented in two dimensions, with a decision border separating them. Class 1 and Class 2 

data points are scattered in the top and bottom regions of the graph, respectively, with green 

and violet dots, respectively, indicating the two categories. Measurable attributes utilized for 

categorization are represented by the x-axis for Feature X & the y-axis for Feature Y. Each 

point in top portion is categorized as Class 1, whereas any point below in the bottom portion is 

classed as Class 2, according to the equation for this decision boundary, which is y = x - 0.5.  

 

Figure 2c Outcome of Decision Tree. 

Figure 2c depicts classification outcome done by Decision Tree method with two classes. This 

categorization is dependent on the DT algorithm's capacity to detect attribute for splitting. The 

figure shows how the model sorts the data into groups. Additionally, there doesn't seem to be a 
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clear line between the two classes because most of the points are correctly labelled. But 

sometimes incorrect classes are chosen, especially near the edge where data points meet or 

close to each other. 

4.2. Outcome of Spectral Data Analysis 

A STEM picture is utilized as input, and several techniques are employed for spectral data 

processing. The empirical investigation was conducted using SVD, NMF, ICA, and n-FINDR 

as methodologies.  

It can be seen in Figure 3(a) that the sliding window method is used with FFT windows to 

analyze spectral data. The FFT visualization containing multiple datasets is shown in the 

provided image. An image's periodic patterns, noise, as well as frequency components may all 

be examined with the use of the FFT, a mathematical tool that transforms data from the spatial 

domain to the frequency domain. Each subplot represents a distinct FFT transformation 

performed to various picture patches or datasets, and the image is organized in a 3x3 grid 

containing nine FFT representations designated Alt FFT 0 to Alt FFT 8. A purple-to-red 

colormap, probably called "plasma" is used for the color representation in order to improve 

viewing. High-intensity frequency components, that might show dominating frequencies in the 

original picture, are indicated by the bright yellowish dots in certain graphs. 

 

Figure 3a Analysis of Spectral Data with FET. 

In frequency analysis, the low-frequency parts are usually found in the middle of the FFT plots, 

while the high-frequency parts are found on the edges. Perhaps repeated patterns or organized 

noise in the source pictures caused the bright spots that stand out on their own. The rest have a 
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more even distribution, which could mean absence of clear repeated structures. Some FFTs 

have a brighter area that is more concentrated, which means that the periodic patterns are 

greater. 

 

Figure 3b Analysis of Spectral Data with SVD Abundance Maps. 

The SVD abundance maps in Figure 3b are used for examining at spectral data. Different parts 

of the image show how SVD abundance maps are visualized and are used to find the spectral 

data linked to a certain STEM. The distribution of specific patterns throughout the data is 

shown by each of the nine subplots, which correspond to various main components. On a scale 

from very dark purple to very light yellow, the color intensity shows how much of a certain 

component there is in various areas. Differences in pattern interpretation across the subplots 

provide insight on the relative importance of the dataset's structural, spectral, and spatial 

properties.  
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Figure 3c Analysis of Spectral Data with NMF Abundance Maps. 

Numbers from the NMF can be used to make maps of NMF abundance, as shown in Figure 

3(c). The Non-negative Matrix Factorization (NMF) Abundance Maps are used for finding 

the important traits from a dataset. They are most often used in material analysis or 

hyperspectral images. Each of the four subplots in the picture represents an NMF-extracted 

component. Along with assisting to find underlying spectral fingerprints or regional 

distributions, these parts bring out clear patterns and structures in the data. It's clearer to identify 

the difference between areas now that a plasma colormap have been used to increase contrast. 

The lightest shades show higher intensities, and the darkest shades show lower intensities. The 

color bar in the right shows the range of abundance numbers. 

5. Conclusion 

A ML based approach for analyzing STEM images as well as spectral data from nanomaterial 

STEM images was presented in this study. ML-SIA is the approach researcher suggested for 

analyzing STEM images of nanomaterials. Additionally, researcher suggested a different 

approach for analyzing the spectrum data of STEM images of nanomaterials called ML-

SISDA. To take advantage of the algorithms and assess the suggested approach, 

researcher created a prototype machine learning application. Experimental findings indicated 

that the ML based techniques are beneficial for the characterization of nano materials. 

Therefore, by starting further work on the field of material analysis using artificial intelligence, 

this study advances ahead. To get more out of characterizing nanomaterials, researcher plan to 

examine the DL models on nanomaterial research in the future. In terms of quality and 

efficiency, this will help many fields, such as the storage device production industry.  

References 

1. Stoll, Anke, and Peter Benner. "Machine learning for material characterization with an 

application for predicting mechanical properties." GAMM‐Mitteilungen 44.1 (2021): 

e202100003. 

2. Brimo, Nura, Dilek Çökeliler Serdaroğlu, and Halit Muhittin. "Artificial Intelligence 

and Machine Learning for Material Characterizations and Mechanical 

http://www.thebioscan.com/


       21(1): 23-34, 2026          www.thebioscan.com 

 
33 

 

Properties." Nano-Biomaterials in Tissue Repair and Regeneration: Materials 

Characterization. Singapore: Springer Nature Singapore, 2024. 55-72. 

3. Wang, Zhi-Lei, and Yoshitaka Adachi. "Property prediction and properties-to-

microstructure inverse analysis of steels by a machine-learning approach." Materials 

Science and Engineering: A 744 (2019): 661-670. 

4. Kalidindi, Surya R. "Feature engineering of material structure for AI-based materials 

knowledge systems." Journal of Applied Physics 128.4 (2020). 

5. Pei, Zongrui, et al. "Machine‐Learning Microstructure for Inverse Material 

Design." Advanced Science 8.23 (2021): 2101207. 

6. Ford, Emily, et al. "Machine learning-based accelerated property prediction of two-

phase materials using microstructural descriptors and finite element 

analysis." Computational Materials Science 191 (2021): 110328. 

7. Mewada, Shivlal, Anil Saroliya, N. Chandramouli, T. Rajasanthosh Kumar, M. 

Lakshmi, S. Suma Christal Mary, and Mani Jayakumar. "Research Article Smart 

Diagnostic Expert System for Defect in Forging Process by Using Machine Learning 

Process." system (In Section 4) 19 (2022): 21. 

8. Chan, Henry, et al. "Machine learning enabled autonomous microstructural 

characterization in 3D samples." NPJ Computational Materials 6.1 (2020): 1. 

9. SANJANA KS, MOUNIKA KS, T RAJA SK, SRIKANTH D. THERMAL ANALYSIS 

OF ADVANCED IC ENGINE CYLINDER. 

10. Herriott, Carl, and Ashley D. Spear. "Predicting microstructure-dependent mechanical 

properties in additively manufactured metals with machine-and deep-learning 

methods." Computational Materials Science 175 (2020): 109599. 

11. Guo, Kai, et al. "Artificial intelligence and machine learning in design of mechanical 

materials." Materials Horizons 8.4 (2021): 1153-1172. 

12. Lau, Miu Lun, et al. "Materials characterization: Can artificial intelligence be used to 

address reproducibility challenges?." Journal of Vacuum Science & Technology A 41.6 

(2023). 

13. Baskaran, Arun, et al. "Adoption of image-driven machine learning for microstructure 

characterization and materials design: a perspective." Jom 73 (2021): 3639-3657. 

14. Badini, Silvia, Stefano Regondi, and Raffaele Pugliese. "Unleashing the power of 

artificial intelligence in materials design." Materials 16.17 (2023): 5927. 

15. Batra, Rohit, Le Song, and Rampi Ramprasad. "Emerging materials intelligence 

ecosystems propelled by machine learning." Nature Reviews Materials 6.8 (2021): 655-

678. 

16. Konstantopoulos, Georgios, Elias P. Koumoulos, and Costas A. Charitidis. "Testing 

novel portland cement formulations with carbon nanotubes and intrinsic properties 

revelation: Nanoindentation analysis with machine learning on microstructure 

identification." Nanomaterials 10.4 (2020): 645. 

17. Kibrete, Fasikaw, et al. "Artificial intelligence in predicting mechanical properties of 

composite materials." Journal of Composites Science 7.9 (2023): 364. 

18. Liang, Yi, et al. "A review on recent applications of machine learning in mechanical 

properties of composites." Polymer Composites 46.3 (2025): 1939-1960. 

19. Holm, Elizabeth A., et al. "Overview: Computer vision and machine learning for 

microstructural characterization and analysis." Metallurgical and Materials 

Transactions A 51 (2020): 5985-5999. 

http://www.thebioscan.com/


       21(1): 23-34, 2026          www.thebioscan.com 

 
34 

 

20. Liu, Xiujuan, et al. "Material machine learning for alloys: Applications, challenges and 

perspectives." Journal of Alloys and Compounds 921 (2022): 165984. 

21. Zhao, Yindun, Yujie Xiang, and Keke Tang. "Machine learning-based fatigue life 

prediction of lamellar titanium alloys: A microstructural perspective." Engineering 

Fracture Mechanics 303 (2024): 110106. 

22. Reimann, Denise, et al. "Modeling macroscopic material behavior with machine 

learning algorithms trained by micromechanical simulations." Frontiers in Materials 6 

(2019): 181. 

23. Qayyum, Faiza, et al. "A survey of datasets, preprocessing, modeling mechanisms, and 

simulation tools based on AI for material analysis and discovery." Materials 15.4 

(2022): 1428. 

24. Chibani, Siwar, and François-Xavier Coudert. "Machine learning approaches for the 

prediction of materials properties." Apl Materials 8.8 (2020). 

25. Najjar, I. M. R., et al. "Prediction of the tensile properties of ultrafine grained Al–SiC 

nanocomposites using machine learning." Journal of Materials Research and 

Technology 24 (2023): 7666-7682. 

http://www.thebioscan.com/

