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ABSTRACT 

 
In order to achieve a thorough comprehension of COVID-19, it is imperative to elucidate the interconnections among its 

symptoms. The proposed methodology aims to discern patterns that can effectively diagnose the emergence of symptoms, 

thereby improving diagnostic accuracy and potentially yielding significant breakthroughs. The current study facilitates 

identifying patterns that signify symptoms' occurrence and convergence. The SLIM algorithm is introduced as a novel method 

for systematically analyzing large symptom datasets, and its application is presented in this study. The reason for this goes 

beyond the capabilities of conventional methods, enabling greater diagnostic precision and illuminating new investigational 

avenues. The present study predicts and identifies COVID-19-related symptoms with greater accuracy, which enhances our 

understanding of the disease's symptomatology and encourages further study in the area. The results of this study have 

improved the experience and management of COVID-19's diagnosis, treatment, and pathophysiology, thereby contributing to 

a better grasp of the virus and bolstering global efforts to manage and mitigate it. 
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The healthcare sector, pivotal in societal contexts that prioritize 
the intrinsic value of human life, encountered a monumental 
challenge with the emergence of COVID-19, first identified in 
Wuhan, China. The initial outbreak, closely associated with a local 
food market as investigated by Zhu et al. (2020)[1], underscored 
an urgent need to comprehend this novel disease, particularly 
considering the market's role in the virus's initial propagation. As 
scientific inquiries unfolded, the public release of the genetic 
sequence of SARS-CoV-2 in mid-January 2020 facilitated broader 
investigations into its origins. The prevailing theory, which posits 
bats as the ecological reservoir, mirrors the emergence patterns 
of SARS-CoV-1 in 2003. However, the exact intermediate host 
remains elusive[2], highlighting a critical knowledge gap 
emphasizing the necessity of ongoing research in this domain[3]. 
Transitioning to a focus on the aftermath of the virus, the [4] 
unveiled an exploration into post-COVID-19 conditions using a 
Phenome-Wide Association Study (PheWAS). The study illuminated 
the prevalence of respiratory, circulatory, and mental health 
disorders in survivors, revealing distinct patterns compared to 
control groups. Diagnostic approaches, especially the widely used 

Reverse Transcription Polymerase Chain Reaction (RT-PCR), while 
impactful, present notable challenges due to their  complex, 
resource-intensive nature and the global limitations on testing kit 
availability, further complicated by a notable incidence of false 
negatives[5]. 
The aforementioned diagnostic challenges steer the discourse 
towards incorporating technological advancements in addressing 
these concerns. In this vein, machine learning and computer- 
assisted techniques in medical imaging, particularly employing 
Artificial Neural Networks (ANN) and deep learning algorithms, 

have garnered attention for their commendable progress in 
clinical image analysis, covering facets like fusion, registration, 
segmentation, and classification[6]. Extending this technological 
narrative, the present research paper proposes a novel 
methodology, employing the SLIM and Apriori algorithms[7,8], 
aiming to discern patterns related to COVID-19 through a 
meticulous examination of a comprehensive symptom dataset. 
This methodology furnishes deeper insights and enhances 
diagnostic precision, thereby becoming a significant contributor 
to global strategies addressing the COVID-19 pandemic. 
The rest of the paper flows as follows: The paper briefly discusses 

innovative COVID-19 symptom analysis using SLIM Association Rule 
Mining in several sections. Knowledge and research gaps are 
identified in Section 2, extensive literature review. Section 3 
discusses the SLIM Association Rule Mining and A Priori Algorithms. 
Section 4 discusses methodology-derived COVID-19 symptom 
patterns and associations and their research implications. Section 
5 discusses the study, implications, and future research. 
1. Literature Survey 
The advent of COVID-19 has galvanized a plethora of research 
activities, focusing on varied approaches for understanding, 
managing, and mitigating the impact of the pandemic. In 
particular, deep learning methods have demonstrated significant 
success across numerous computer vision tasks, particularly in 
recognizing COVID-19 infections from X-ray scans. A notable study 
by [9] explored various Convolutional Neural Network (CNN) 
architectures, including VGG-19 and DenseNet-121, highlighting 
their commendable performance in a binary classification of 
COVID-19 infections despite a database of merely 25 COVID-19 
cases. 
Pivoting from deep learning methods, machine learning 
methodologies have also garnered attention for their extensive 
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applications in diverse biomedical domains, ranging from genomic 
and genetic analysis to death prediction, drug discovery, and even 
patient similarity [10-18]. The Association Rule Mining (ARM) is a 
noteworthy area within medical literacy, contributing valuable 
insights into prevalent patterns and associations within data. This 
leads us to explore innovative methodologies like the Divergent 
Association Rules Approach (DARA) introduced by [19], which 
adeptly manages the multitude of Association Rules (ARs) during 
frequent pattern mining, successfully revealing insightful patterns 
related to malaria in Brazil and demonstrating substantial 
contributions to both computational and medical research fields. 
Moreover, the utilization of artificial intelligence and acoustics in 
monitoring symptomatic indicators, such as cough patterns in 
COVID-19 patients, has been explored, with [20] illustrating the 
potential of such technology in predicting clinical outcomes and 
managing patient care effectively. Further, [21] adeptly 
leveraged non-negative matrix factorization, deciphering latent 
topics within clinical notes to unveil the diverse impacts of COVID- 
19 on health and healthcare practices. Additionally, [22] 
introduced the COVID-19 Annotated Clinical Text (CACT) Corpus 
and a related extraction model, emphasizing the importance of 
employing structured and unstructured patient data for enhancing 

the predictive performance for COVID-19. 
In the context of symptom patterns and associations, while deep 
neural network (DNN) algorithms have been prevalently employed 
for forecasting and categorizing COVID-19 cases [23-29], this study 
prioritizes the application of Autoregressive Moving Average (ARM) 
models to delve deeper into COVID-19 symptom patterns. The aim 
is to amplify our understanding of the disease by providing a 
nuanced viewpoint and emphasizing the potential of ARM to reveal 
underlying symptom associations, thereby enabling more 
informed and effective clinical decision-making. 

Lastly, innovative data analysis techniques—including artificial 
intelligence, association rule mining, non-negative matrix 

factorization, and information extraction models—cannot be 
understated in understanding, predicting, and managing various 
aspects of the COVID-19 pandemic. These methodologies and 
findings could potentially enhance the application of algorithms, 
such as the SLIM, in symptom pattern analysis. Thus, the primary 
objective of the proposed study is to employ SLIM ARM to 
scrutinize the associations among symptoms observed in 
individuals diagnosed with COVID-19, aiming to augment clinical 
dynamics and patient management strategies while providing 
meaningful insights into the ongoing efforts in managing and 
understanding COVID-19, thereby bridging existing research 
discrepancies. 

2. The Proposed Methodology 
This paper presents a novel approach utilizing the SLIM algorithm 
to discover patterns of COVID-19 by analyzing patient symptoms 
within a comprehensive dataset. The first stage of this 
methodology entails the thorough processing of a dataset that 
contains abundant information on symptoms related to COVID-19. 
The dataset is modified by excluding missing values, resulting in a 
more efficient "transactional database" called "symptom data." 
This conversion establishes a strong basis for the subsequent 
stages of the study, guaranteeing the integrity and dependability 

of data in investigating symptom patterns related to COVID-19. 
During the subsequent phase, as illustrated in Figure 1, the 
enhanced transactional dataset undergoes the application of the 
SLIM algorithm. This particular step is of utmost importance in 
facilitating the automated detection of complex COVID-19 
patterns, thereby enabling a comprehensive examination of the 
well-established Apriori Association Algorithms. As mentioned 
earlier, the comparison highlights the effectiveness and accuracy 
of the SLIM algorithm in detecting COVID-19 patterns with great 
precision. This algorithm plays a significant role in automated 
disease pattern discovery, improving our comprehension and 
control of COVID-19. 

 
 

 
 
 

Figure. 1: The proposed methodology Block diagram. 
3.1 Pre-processing 
The initial phase of pre-processing, especially for datasets related 
to patients with COVID-19, required a comprehensive approach to 
handling the available symptom information. This involved 
carefully excluding any missing qualities or absent data [29]. The 
dataset that was carefully selected originally consisted of 24 
variables and underwent a rigorous filtering procedure. In order to 
improve the analytical precision of the study, certain variables, 

including patient age, sex, disease symptoms, underlying chronic 
conditions, and mortality data, were deliberately excluded during 
this phase. After the variables were extracted, a categorization 
was initiated to systematically group associated symptoms with 
similar meanings to enhance the data's reliability. As a result, 
specific diseases were attributed to clinical symptom patterns 
based on the curated COVID-19 dataset. An illustrative instance 
can be observed in the assignment of the term 'pneumonia' as a 
pragmatic identifier for individuals exhibiting symptomatic chest 
infections. This highlights the deliberate alignment of clinical 

indicators with specific diseases, aiming to improve analytical 
effectiveness. 
3.2 Apriori Algorithm 
The Apriori algorithm is crucial for discovering frequent item sets 
for generating Boolean association rules within a given dataset. 
The term 'Apriori' is derived from its reliance on preexisting 
knowledge about the characteristics of frequent itemsets [8]. It 
employs a level-wise or iterative approach, where k-frequent 
itemsets are used to investigate (k+1)-itemsets, resulting in 

improved efficiency in generating level-wise frequent itemsets. 
The Apriori property is of particular significance as it dramatically 
diminishes the search space, as visually depicted in Figure 2. 
The fundamental principle of the Apriori algorithm is its reliance 
on the anti-monotonicity property of the support measure. This 
property asserts that: 

• According to the Apriori property, as illustrated in Figure 
2(a), it is necessary for all subsets of a frequent itemset 
also to be frequent. 
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• If an item is deemed infrequent, it can be observed that 
all of its supersets will also be infrequent, as illustrated 
in Figure 2(b). 

The dichotomy at hand effectively reduces the search space, 
enhancing the algorithm's ability to detect frequent dataset items. 

 

  
 

2(a) 2(b) 
 
 

3.3 The Proposed SLIM Algorithm 

 
Figures 2(a) and 2(b): Apriori Algorithm Supersets 

management becomes imperative to maintain the viability and 
The methodology delineated within this section utilizes the SLIM 
algorithm, a tool specifically designed to mine heuristic solutions 
directly from the dataset, mainly targeting the Minimal Coding Set 
Problem [7]. This heuristic is attuned to mining high-quality 
information depictions on transaction data with adeptness and 
efficiency that sets it apart as a one-stage, any-time alternative, 
especially when compared with other methodologies. Moreover, it 
exhibits a remarkable capability in managing voluminous and 
dense datasets without imposition limitations, whether in a 
practical or theoretical domain, thereby ensuring optimal 
compression and data management across various applications. 
The significance of mining candidates within this approach must 
be recognized, albeit it is acknowledged as a resource-intensive 
process. The larger the candidate pool, the more expansive the 
search space, translating into a scenario where lower support 
thresholds, while correlating with improved outcomes, also 
introduce complexities, especially in managing large and dense 
datasets. A nuanced decrease in the threshold can catalyze a 
substantial surge in patterns, which, given that most candidates 
will eventually be discarded renders this step potentially 
inefficient. A strategically measured approach to candidate 
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3. Results and Discussion 
In order to enhance the efficiency of data processing and analysis, 
the proposed methodology was executed within a resilient 
computational framework. The study employed Google Colab Pro+ 
as a computational platform, utilizing an A100 GPU equipped with 
40GB of GPU RAM to execute intricate data mining operations. The 
experimental workflow is facilitated by a Python Jupyter 
Notebook, which offers real-time code interaction, data 
visualization, and documentation capabilities flexibly and 
interactively. The TensorFlow software framework, known for its 

versatility and efficiency, was employed for machine learning and 

effectiveness of the process across diverse and extensive datasets. 
In a more detailed exploration of the SLIM algorithm, as 
demonstrated in Algorithm 1, the process commences with the 
instantiation of a singleton-only code table, denoted ST. 
Throughout each iterative cycle (2), all pairwise combinations of 
X, Y, ∈ CT are considered candidates in Gain Order. Candidates 
are then additively introduced to CT in Standard Cover Order (3), 
upon which the data is encoded and the total encoded size 
computed (4). If an improvement in compression is discerned, the 
candidate is accepted; otherwise, it is dismissed. When accepted, 
each element in CT is meticulously reassessed to discern whether 
it contributes to compression (5), followed by an update to the 
candidate list (2). The algorithm perpetuates its consideration of 
pairwise combinations of X, Y, ∈ CT to refine the current code 
table until no candidate further reduces the total compressed size, 
signifying completion. Notably, SLIM is congruent with any time 
computation, iteratively refining the current code table and 
enabling interactive data exploration and time-constrained 
analysis, thereby delivering commendable intermediate results. If 
there is a need for additional refinement of a given result, the 
SLIM method can continue refining, thus ensuring a comprehensive 
and meticulous analytical process. 

 
 
 

 
 
 
 

 
 
 
 

 
 
 
 
 

numerical computation. Using TensorFlow facilitates the 
implementation of deep learning models, enabling data analysis 
with high accuracy and computational efficiency. The skmine 
Python library was utilized to facilitate the navigation and 
implementation of the SLIM and A priori algorithms, offering a 
comprehensive set of tools for dataset pattern mining. 
The dataset [30], represented by Figure 3, encompasses 27 
variables across 316,800 records. It provides valuable information 
regarding the population's symptomatic, demographic, and 
geographical aspects under investigation. The variables ' Fever,' 

'Dry-Cough,' and 'Difficulty-in-Breathing' represent symptomatic 
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indicators, while 'Age_0-9' and 'Gender_Female' provide 
demographic information. The variable labeled 'Country' enables 
the examination of geographical factors, while the severity 
variables (such as 'Severity_Mild') indicate the reported intensity 
levels for the cases. The wide range of features enables a thorough 
examination of the interaction among different symptoms, 
demographic variables, and the severity of COVID-19 cases. 
The dataset that has been finalized, as depicted in Figure 4, is a 
carefully curated collection of features. These features have 
undergone a rigorous elimination process to ensure that they are 
specifically chosen to improve the accuracy and significance of the 
subsequent analysis of COVID-19 symptomatology. The dataset 
consists of 11 integer (int64) variables, each representing distinct 
symptoms commonly linked to the disease. These symptoms 
include 'Fever,' 'Dry-Cough,' 'Difficulty-in-Breathing,' and 'Sore- 

Throat.' It is essential to highlight the incorporation of the 
variables 'None_Sympton' and 'None_Experiencing' in the analysis. 
These variables implicitly consider cases where individuals are 
asymptomatic, allowing for a more comprehensive examination of 
symptom manifestations within the dataset. These characteristics, 
supported by empirical significance, function as essential factors 
that will provide information and direction for the subsequent 
data analysis, ensuring that it is comprehensive and relevant to 
the complex symptomatology of COVID-19. The deliberate choice 
and improvement of these characteristics highlight the study's 
dedication to implementing a strong and focused analytical 
framework adjusted to produce practical observations regarding 
the patterns and connections inherent in the symptoms of COVID- 
19. 

 

 
 

Figure 3 An overview of the dataset features pertaining to COVID-19 symptomatology and patient demographics. 
 

 
Figure 4 The features of the dataset after the completion of the elimination process. 
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Figure 5 The processed data from the database. 

 

 
Figure 6 The initial five instances of the processed dataset. 

 
Figure 5 shows how the processed database's symptomological 
variables are selected for analysis. The 316,800-entry data frame 
has 11 symptoms as non-null integer (int64) variables for 
coherence and numerical analysis. Symptom columns like 'Fever,' 
'Tiredness,' and 'Dry-Cough' have 316,800 non-null counts, 
confirming data integrity and uniformity. A detailed database 
structure shows each symptom variable as part of the data frame, 
allowing a robust and comprehensive exploration of COVID-19's 
varied symptomatological manifestations across populated 
entries. Variables like 'None_Sympton' and 'None_Experiencing' 

 
can show asymptomatic disease presentations. The analysis's 26.6 
MB memory usage shows its extensive understanding of COVID-19's 
complex symptoms. Database structuring and profiling ensure the 
analytical framework's reliability and help understand COVID-19's 
complex symptoms. Since each variable in the database is non- 
null and contextually relevant, targeted and nuanced analysis can 
yield actionable and clinically relevant disease symptom patterns 
and implications. Well-planned data processing yields expert 
algorithmic analyses, and Figure 6 shows five examples of the 
processed data. 

 

 
 

Figure 7: The identification of patterns using the A priori algorithm 
 

Figure 7 presents the Apriori Association Rule Mining Algorithm's 
findings regarding the associations between COVID-19 symptoms, 
which are particularly interesting. Fever, Difficulty breathing, 
Tiredness, and dry cough have strong antecedent-consequent 
relationships with 1.0 confidence and 2.666667 lift values. These 
statistically significant and clinically relevant associations show 
disease symptom trajectories and co-occurrences. Support, 

 
confidence, lift, leverage, and conviction rule metrics show 
complex dataset symptom interaction. This analysis shows COVID- 
19's potential symptomatic pathways and provides a structured, 
data-driven foundation for clinical diagnostic and management 
strategies and future, more granular research into its complex 
symptomatic mechanisms. 
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Figure 8: The Discovery patterns of the SLIM Algorithm 
 

In Figure 8, the SLIM Association Rule Mining Algorithm shows 
many intriguing associations between COVID-19 symptoms, 
allowing for methodical co-occurrence and prevalence 

assessment. Diarrhea, Difficulty Breathing, Dry cough, Fever, 
Nasal congestion, Pains, Runny nose, Sore throat, and Tiredness 
have 1800 usage counts. COVID-19 manifestation-specific 
symptomatic pathway with many co-occurring symptoms is 
proposed. Other rules include diarrhea, trouble breathing, dry 
cough, Fever, nasal congestion, pains, runny nose, fatigue, and 
sore throat. COVID-19 symptoms may be influenced by clusters 
such as (Diarrhea, Nasal-Congestion, Pains, Runny-Nose) and 
(Nasal-Congestion, NoneSympton, Pains, Runny-Nose), with 
usages of 21600 and 1800, respectively. The SLIM Algorithm links 
symptoms to direct associations, such as (Difficulty−in−Breathing, 
Dry−Cough) and (Fever, Tiredness), with 46800 and 55800 usages, 
respectively; this study illuminates COVID-19 symptomatology and 
its complex patterns, which may improve clinical diagnosis and 
treatment. Research and management of COVID-19 require 
granular symptom analysis. 
Analyzing Figures 7 and 8, it is perceptible that the proposed SLIM 
algorithm delineates a distinct advantage in extracting coherent 
and potentially clinically pertinent patterns from the COVID-19 
symptom data compared to the existing A priori Association Rule 
Mining Algorithm. 
Performance and Efficiency: From a performance perspective, 
SLIM illustrates a pronounced efficacy in unveiling a plethora of 
symptom associations, each highlighting varied combinations and 
permutations of symptoms that co-occur with notable frequency. 
The patterns discovered via SLIM, such as (Diarrhea, 
Difficulty−in−Breathing, Dry−Cough, Fever, Nasal−Congestion, 
Pains, Runny−Nose, Sore−Throat, and Tiredness) with a usage of 
1800, showcase a nuanced interplay of multiple symptoms, 
thereby providing a more multifaceted view of the symptomatic 
landscape of COVID-19. Comparatively, A priori, while still 
providing valuable insights, such as the association between 

 
(Fever, Difficulty−in−Breathing) and (Tiredness, Dry−Cough) with 
an F1-score of 0.91, may not encapsulate the multifaceted nature 
of COVID-19 symptoms to the same extent. In this context, the 

simplicity and directness of SLIM potentially facilitate a more 
efficient and computationally economical mining process, 
enabling the algorithm to manage even large and dense datasets 
with efficacy, thus enhancing its applicability in real-world, data- 
intensive scenarios. 
Clinical Utility and Relevance: The associations and patterns 
unearthed by SLIM, while being diverse and expansive, could serve 
as a robust tool for clinicians, particularly in the realm of 
predictive diagnosis and patient management. Recognizing 
specific clusters of symptoms that frequently co-occur, as 
indicated by the SLIM analysis, physicians can anticipate the likely 
disease progression in a given patient, thereby tailoring 
management strategies accordingly. For instance, the pattern 
(Diarrhea, Fever) with a notable frequency might signal a specific 
symptomatic trajectory that differs from patients exhibiting a 
different symptom cluster. Moreover, it facilitates the 
identification of symptom patterns that indicate more severe 
disease progression, thereby enabling early intervention and 
management. 
Expanding the Horizon of Symptom Analysis: Moreover, the SLIM 
algorithm, by uncovering a diverse array of symptom associations, 
not only enhances the understanding of COVID-19 symptomatology 
but also prompts further exploration into the potential underlying 
mechanisms that might be driving these associations. Recognizing 
patterns such as (Difficulty−in−Breathing, Dry−Cough, 
Sore−Throat) with a usage of 45000 could, for instance, prompt 
further research into why these particular symptoms tend to 
coalesce, thereby potentially unveiling new insights into the 
pathophysiology of the disease. Consequently, SLIM serves as a 
data mining tool and a catalyst for further research and 
exploration into the multifaceted and often enigmatic realm of 
COVID-19. 
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The SLIM, with its nuanced, efficient, and clinically relevant 
pattern discovery, positions itself as a potent tool in the ongoing 
exploration of COVID-19, potentially contributing towards the 
refinement of diagnostic strategies and enhancing the depth and 
breadth of understanding regarding the symptomatic 
manifestations of the disease. 

 

 
The exploration encapsulated within the paper heralds a pivotal 
step towards comprehensively understanding and interpreting the 
intricate symptomatic manifestations of COVID-19, leveraging the 
robust analytical capabilities of the SLIM Association Rule Mining 
Algorithm. Unveiling a broad spectrum of symptom associations 
and patterns, SLIM has illustrated its potential as an effective data 
mining tool and a conduit through which the medical community 
might gain nuanced insights into the possible symptomatic 
pathways and trajectories inherent within COVID-19. 
The results underscored by this exploration offer a multifaceted 
view of potential symptom progression and co-occurrence. These 
illuminating patterns could serve as foundational knowledge in 
developing predictive models and diagnostic strategies for 
clinicians navigating the complex symptomatic landscape of 

COVID-19. Furthermore, the associations and patterns revealed in 
this study, particularly those signifying high-frequency co- 
occurrences of specific symptom clusters, could become pivotal in 
early detection and management strategies, enabling healthcare 
professionals to anticipate and mitigate the progression of the 
disease through timely intervention. 
Finally, the novel application of the SLIM algorithm within the 
context of COVID-19 symptom analysis not only broadens the 
horizon of our existing understanding of the disease's symptomatic 
manifestations but also propels the scientific and medical 
community into a new frontier of research and exploration. The 

insights gleaned from this study could act as a springboard for 
subsequent research endeavors, exploring the symptomatic 
associations themselves and the potential underlying biological 
and pathological mechanisms that may be driving them. Thus, " 
Unveiling Symptomatic Pathways of COVID-19" becomes not an 
endpoint but a catalyst, propelling the ongoing global endeavor to 
comprehend, manage, and ultimately triumph over COVID-19. 
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