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The world population is about 500 million and above, among which 
10% of people are suffering from several certain kinds of 
disabilities. From the existing surveys, it was observed that 
diverse, supportive systems and devices are developed to assist 
the incapable and disabled individuals having extreme 
complexities in communicating their desires, feelings, and 
necessities. They use restricted volunteer movements to interact 
with family, associates, and caretakers. For Instance, specific 
individuals could move their heads, certain could flicker or wink 
voluntarily, and certainly could move their eyes or tongue, etc,. 
One of the foremost assisting tools for these disabled individuals 
is gadgets for communication like computers or similar devices. 
Nevertheless, the foremost issue with these devices is to monitor 
the complexities that are restricted merely to the physical talents 
of the individual. Thus, several interfaces are being constructed 
to enable interactions between disabled individuals and devices 
like computers [2-6]. 
The interfaces are classified into two groups comprising intrusive 
and non-intrusive approaches. Intrusive approaches frequently 
employ connecting instruments that measure personal actions and 
reactions. Even though intrusive approaches could identify 
features or indications more precisely, they require costly 
instruments that are not flexible [7-11]. Non-intrusive approaches 
frequently track individual gesticulations by processing images or 
videocassettes through the camera. Apart from the intrusive 
approaches, they are flexible for individuals and include a few 

expensive communication devices. The Supportive technological 
systems are presented to support disabled individuals and employ 
their volunteer motions to monitor the computers.  
Individuals with disabilities benefit from computer access in 
numerous alternative manners, along with the improved ability to 
interact. These make the individuals more energetic, 
participating in entertaining events, using the internet, and using 
computer monitoring approaches like computerized wheelchairs. 
For instance, a mouse is one of the accessible devices that assist 
disabled individuals. These devices use ultraviolet emitters 
attached to an individual’s eyeglasses, head cover, or a lid. These 
devices put the receiver above the screen and exploit an 
ultraviolet reflector connected to an individual’s forehead or 
eyeglasses [12]. The people's head motions regulate the 
operations of the mouse pointer on the monitor. Mouse clicks are 
produced with the actual button or a software interface. 
As an alternative to the existing accessible assisting devices, we 
aim to introduce a non-intrusive, flexible, consistent, and 
economical interacting instrument that is effortlessly adjustable 
to assist the necessities of disabled users. While matching with 
other monitoring tools that assist individuals with austere in-
capabilities, these devices are luxurious, i.e., no physical body 
connections, flexible i.e., no adjustment, and simple that tracks 
numerous body parts. This tracking capability enhances 
functionalities for individuals who cannot make volunteer head 
motions. 
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ABSTRACT 

 

This paper introduces a visual mouse system designed to assist disabled individuals in controlling computer mouse functions, 

such as cursor movement and clicking actions, using simple body gestures. Specifically, the system tracks the user’s nose tip 

to execute mouse commands, providing an untouchable alternative for desktop interaction. The main goal is to create an 

accessible, low-cost solution using widely available hardware to make computing more inclusive for individuals with physical 

disabilities. Using a camera, the system captures and translates user head movements into mouse gestures on the screen. The 

proposed methodology is built around visual tracking, isolating a sample region from each video frame and then identifying 

that region in subsequent frames through Optimal Cost Region Matching (OCRM). This similarity measure ensures accurate 

and seamless tracking of the user's movement, providing an effective control mechanism. Experimental results demonstrate 

that the OCRM-based visual mouse system outperforms existing Camera Mouse applications regarding reliability and 

efficiency. The proposed approach delivers a flexible, cost-effective, and consistent solution for enhancing computer 

accessibility for disabled users. 
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The suggested methodology with mouse operation is a non-
intrusive approach that assists disabled individuals in 
communicating with desktops and PCs. The nose is an appropriate 
tracking part that acts as a mouse pointer. Initially, it is flexible 
for any user to put their nose at a specific location while observing 
the monitor. The nose is precisely in the middle of the face and is 
not blocked whenever the individual head moves considerably. 
Subsequently, the nose pattern inclines to include a reasonable 
degree of illuminating divergence to its neighboring parts. In this 
environment, the nose inclination is brighter than the remaining 
part since it is tilted and leaned toward the overhead lighting. 
The camera mouse device typically comprises more than one 
camera for seizing video frames and a processing element such as 
a desktop that employs the image processing approaches to 
transform a moving action into video frames to function as a 
mouse. The strategy is typically developed using visual tracking 
and a mouse-controlling unit. This tracking unit regains the 
moving data from the video, and the mouse regulating unit defines 
specific guidelines for monitoring. The Optimal Cost Region 
Matching [1] Similarity measure measures the similarities between 
the sub-image in the explorer window and the sample image 
picked from the preceding frame in the visual tracking unit. 
A brief introduction to assistive technology and its use for severely 
disabled and disabled people is specified in this section. Section 
2 deliberates the previous Assistive technology and its usage for 
Computer Mouse. The proposed OCRM-based tracking algorithm 
for mouse operation methodology is briefly defined in Section 3. 
Section 4 provides the Experimental outcomes. Section 5 
concludes the suggested approach performance for better 
Assistive technology service. 
1. Literature Survey 
Dissimilar Approaches are suggested for the execution of camera 
mouse where maximum individuals employ head position or 
motions and face parts. Devices employing eye movements are 
previously given in [13, 14]]; here, the mouse actions and click 
events are engendered depending on eye gestures through fitting 
at a particular location for more than one second. Other 
alternative approaches for camera mouse execution are 
employing the mouse movements and lip interpretation suggested 
in [15, 16]. In this approach, diverse mouth shapes are utilized to 
read the lip. The approach suggested in [17] can monitor the 
mouse depending on eye and mouth actions. In [18], an approach 
motivated through visual face tracking is presented depending on 

a 3D prototype. This approach is essential to initiate with facial 
events elements in 3D space and formerly evaluates the revolution 
and transformation matrix. Nostrils and nose tip methods are 
suggested in [19, 20], which are correspondingly additional 
devices for controlling the mouse cursor. 
Recently, a straddling ultraviolet radiating mechanism, a 
“comparative” pointing tool, has been acting similarly to a 
joystick compared to the mouse [21]. In [22], an ultraviolet 
transmitter is introduced, attached to the individual glasses, a 
group of ultraviolet acknowledged units that replace the 
computer's keyboard's values, and a tongue touch pane to 
stimulate the ultraviolet ray. A non-interacted, ultraviolet-
dependent device that traces replicated laser speckle form of skin 
is suggested in [23]. Current investigation progress promises less 
luxurious gaze-tracking results [24]. Individuals with austere 
incapacities are frequently not capable of retaining their head 
motions to employ profitable gaze trackers consistently. Other 
controlling tools measure the electrooculography potential (EOG) 
to identify eye motions [25, 26] or investigate characteristics in 
electroencephalograms [27]. In [26], “Eagle Eyes,” i.e., EOG-
aided devices are developed that permit individuals who could 
move their eyes to regulate the mouse. The testaments in [26] 
demonstrate that Eagle Eyes has significantly improved 
youngsters’ lives. Till now, certain children do not prefer to 
attach the electrodes to their faces. The other drawback of EOG-
aided devices is that conductors can drop when the individual 
exudes. 
2. Proposed Methodology  
The proposed assisting system tracks the body part, i.e., the tip 
of the nose, using a camera and identifies movement to monitor 
the computer directly as a mouse cursor. The architectural 
representation of the proposed approach is given in Fig. 1. The 
Mouse operating device presently comprises two computers 
connected as a “vision computer” and an “individual computer.” 
The vision computer implements a visual tracing approach and 
directs the location of the traced part to every individual 
computer. The separate computer interprets obtained indications 
and executes application software that a person desires to 
perform. These two computers' functions are incorporated into a 
single computer; however, the present architecture guarantees 
adequate processing strength for visual tracking and allows an 
individual to control its tracking efficiency, deprived of intruding 
on individual events. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. The Camera Mouse system 
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This system acquires and shows a video of an individual 
present ahead of the computer. This is accessed through a 
camera attached overhead or underneath the screen of the 
particular computer. Viewing this video, an individual or 
caretaker clicks using the mouse on the body part as an 
image to be traced. The camera’s remote regulator is mainly 
used to alter the pan and slope positions of the camera and 
its zoom so that the preferred body part is aligned. The vision 
system defines the positions of designated part in the 
preliminary image and formerly evaluates automatically in 
succeeding images. The location of the traced part in every 
image frame is given to individual computers. 
2.2. Individual Computer 
The individual computer implements economical or customer 
software appliances a person selects. It executes a specific 
driving program in the background that employs the 
indication obtained from the vision computer, balances to 
synchronize the existing monitor resolution, and formerly 
replaces them with the locations of the pointer. The driving 
program depends on software built by the Eagle Eyes system 
[26] and executes autonomously from the individual 
preferred appliances. The Camera Mouse works as an actual 
mouse, and a physical button is given in Fig. 1, which is 
employed to work as a standard mouse. The individual moves 
this mouse cursor by moving the nose or any alternatively 
picked part. The driving program comprises alterations for 
horizontal and vertical “profit” aspects. A higher profit 

aspect makes the minor motion of the head move the mouse 
cursor at higher distances but with lesser accuracy. 
There is a resemblance between altering profits and altering 
the zoom lens. The traced regions' positions are mounted 
through a specific amount whenever the profit changes. 
Varying the camera's zoom allows the vision computer to 
trace preferred regions with less or more information. If the 
camera lens is zoomed in on an area, this will incorporate a 
better percentage to control. Therefore, minor motions 
through the individual would exhibit higher motions of the 
pointer. On the other hand, if the camera lens is zoomed out, 
the region would incorporate a lesser percentage of the 
monitor, and therefore, bigger movements would be 
essential to move the pointer. 
2.3. Tracking Approach 
Whenever an individual primarily clicks on the region to be 
traced, it is observed that a sub-image inside the square is 
obtained by drawing a square around the region. The 
detached sub-image is called a “sample” to define the 
region's location in the subsequent image frame. To discover 
this location, the tracking approach employed this sample to 
explore the region in an exploration window, which is aligned 
at the center position of the region in the earlier frame. The 
sample is changed through this exploration window 
associated with principal sub-images. The window specified 
to comprise centers of entire sub-images is verified. Fig. 2 
represents the sample and exploring window locations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig2: Samples with the Exploration of the Search Window 

 
Sequentially, for every 30th of a second, a new frame is obtained; 
the sample is typically identical to the illuminating feature 
structure in a novel frame that could be discovered by exploring 
for the finest associated sub-image. With the notion that the 
subsequent frames with consistent illuminating patterns are 
constant, the “constant illumination statement” is frequently 
given whenever developing an approach for image motion 
analysis. Every sub-image in the exploring window is compared 
with its sample sub-image, detached from the earlier frame. 
OCRM is employed for efficient image retrieval matching as a 
measure of comparison, which fulfills the personal insight in an 
exact manner. The sub-image picked from the existing frame has 
been aided as the sample to explore similar sub-image in 

subsequent frames. This procedure iterates, and the sample is 
upgraded for every frame. This sample update guarantees that 
robust similarity could be generated in every frame, along with 
tracking the movement of the primarily picked sample. 
2.3.1. Optimal Cost Region Matching (OCRM) Similarity 

Measure 
In the OCRM [1] approach, the sub-image and sample image are 
matched depending on the static number of blocks by attaining 
each block's feature vector. This size of each block is employed to 
augment the efficiency of color and textual features. It evaluates 
six features for every block, where three among them have the 
typical color elements in 4 × 4 block, and the remaining three 
specify energetic in higher occurring sets of wavelet 
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transformations [28] such as the square root of 2nd order 
instantaneous of wavelet constants. The LUV color space [29] is 
exploited to mine color elements where L denotes the luminance, 
and U and V refer to the color data.  
The subsequent phase segregates the image as blocks with 64 
regions, each about mined color and textual features similar to 
the current image. In this technique, several regions are static to 
fulfill the characteristics of the Monge matrix. The segmentation 
of images depends on color and frequency, which are employed 
through the k-mean approach [30, 31]. The k-means approach 
separates the feature vectors into clusters related to a single area 
of the segmented image. The foremost benefit of employing the 
k-means clustering approach for division is that the blocks of every 
region are not adjacent. 
The features from corresponding regions are considered for 
evaluation in the Region Descriptors.  These regions are arranged 
in a non-descending order depending on the region descriptor. 
There is a restructuring in the regions, and the formal distance 
estimated amongst query and target images hinges on the given 
equation (2). 

di,j = |qi − ti|                 (2) 

heredi,jis the distance amongst the region descriptor of query and 

target image, qiis region descriptor of ith region of the query image 
and tiis a region descriptor of the jth region of the target image. 

di,j + di+1,j+1 ≤  di,j+1 + di+1,j               (3) 

Rendering to the Monge property, Equation 3 is constantly 
correct. Consequently, di,j acquired after re-structuring the 
regions in the arranged way that continually fulfills the Monge 
property. Whenever the distance matrix fulfills this property, the 
North-West Corner rule is an approach that provides optimum 
results with a lesser evaluation period. This guideline gives an 
optimal result of transportation problems for entire vectors. Thus, 
this similarity measure consecutively obtains sub image identical 
to the detached sample image and tracks the sample for mouse 
movements. 
3. Experimental Results And Analysis 
Several body parts were verified to discover points that the 
individual could flexibly move and consistently track through the 
structure. As the presence of body parts varies amongst persons, 
tracking performance fluctuates amongst individuals. Numerous 
features, nevertheless, were consistently traced diagonally 
through the investigation group. Fig 3 demonstrates the interface 
for the suggested methodology where the nose tip was validated 
as a part of the body. 

 

 
 Fig 3: Interface for the proposed Methodology 

 
Choice of parameters 
The sample dimension is 15 X 15 pixels, which is large enough to 
seize an eloquent body part and small enough such that a 40 X 40-
pixel window could be explored at a frame rate of 30 Hz. 
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Fig 4. a) Rise in the width of the exploring window Vs the frame 
rate. b) Varying of the average correlation coefficient with 

varying window size. c) Graph between the width of the search 
window and the no of mismatches 
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Fig 2.4.  (a) The normalized correlation coefficient for a specified exploring window width of 40 pixels. (b) The normalized correlation 

coefficient for a specified 15X15 size sample 
 

Figure 4(a) represents how a rise in the width of the exploring 
window influences the frame rate. Whenever the dimension of the 
window rises, the exploring space indirectly increases. Formerly, 
the time consumed to explore the window also rises. Thus, the 
number of frames processed within a second is spontaneously 
reduced. Figure 4(b) represents the varying average correlation 
coefficient when we change the search window size. When the 
size of the area increases, the area within which we are searching 
for the feature also increases. Then, the correlation coefficient 
value increases.  

Figure 4(c) describes the graph between the width of the search 
window and the no of mismatches. When the size of the search 
window increases, no mismatches decrease. Up to a certain level, 
the no of mismatches decreases. We increased the search window 
size more than the processing time increased. The no frames 
processed within one second also decreases. Then, the feature 
goes out of the search window. So that no mismatches increase. 
Figure 5(a) shows the function period of the normalized 
correlation coefficient as a function of the width of the sample, 
specified an exploring window width of 40X40 pixels. 
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Figure 5(b) shows the functioning period of the normalized 
correlation coefficient as a function of the exploring window, 
specified as a fixed 15 X 15 size sample. The frame rate of 30 Hz 
= 33ms could be guaranteed if the individual dimensions of the 

selected sample and exploring window are 15 X 15 and 40 X 40 
pixels. Fig 6 illustrates the selected feature's motions and the 
mouse's corresponding moment on the screen. 

 

 
Fig 6: Outputs showing the selected feature's moment and the mouse's corresponding moment on the screen. 

  
This study presents an innovative, assistive visual mouse system 
designed to improve computer accessibility for disabled 
individuals using a non-contact control method. Specifically, the 
system leverages nose tip tracking as an intuitive method to move 
the cursor, using widely available hardware such as a webcam. 
The Optimal Cost Region Matching (OCRM) similarity matching 
algorithm ensures accurate and reliable tracking of user 
movements, transforming these into mouse gestures for effective 
screen interaction. 
Experimental results demonstrate that the proposed OCRM-based 
solution offers enhanced accuracy and flexibility compared to 
existing Camera Mouse applications. It reduces mismatches and 
improves responsiveness, contributing to a seamless and practical 
hands-free interaction experience. By utilizing low-cost 
components and avoiding invasive attachments, this system 
provides an affordable and adaptable alternative to existing 
assistive technologies, enhancing the quality of life and 
independence of users with physical disabilities. 
Future work could focus on further optimizing the tracking 
algorithm for varied lighting conditions, expanding the set of body 
features that can be tracked, and integrating advanced machine 
learning techniques to increase robustness and adaptability to 
different users' needs. Additionally, broader usability studies can 
be conducted to further validate the system's effectiveness across 
diverse populations of individuals with disabilities. 
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