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Promoting an employee is one of the trickiest things to do. A 
promotion occurs when an individual is moved to a position with 
more responsibilities, authority, and compensation. Success for 
the business and employee engagement and loyalty both increase 
with proper implementation of the promotion process. To 
progress in one's career, one must have both seniority and 
qualifications. The effectiveness of the company's career 
management system relies on the establishment and equitable 
implementation of a transparent and objective promotion 
strategy. All employees should be informed in advance of the 
criteria for promotion, the process for determining who will make 
the promotions, and the circumstances under which promotions 
will be made. Job progression is characterised by a rise in 
responsibilities, tasks, privileges, and power, as well as an 
increase in these things. Studies have shown that promotions may 
greatly improve employees' effectiveness on the job. According to 
Haryano et al. [3], one's performance on the work is positively 
affected by promotions. 
When an employee moves up the corporate ladder, they are 

promoted from their current job to one with more responsibility, 
higher prestige, and more authority. Workers will be more 
motivated to do a good job if they know they would eventually 
leave the institution in a better position than when they started. 
For the simple reason that an employee's dedication to the job 
and productivity can only grow when they have faith in the future 
of their work and the possibility of advancement. If this holds, 
output, effectiveness, and quality will all rise. The business will 
be able to keep making money off of its manufacturing because 
of this. Consequently, everyone wins: the worker and the boss. 
Workers are more invested in their jobs and happier overall if they 
get promotions and better perks. Employees are less likely to 
leave and more willing to put in extra effort when they are happy 
in their jobs [4]. Dean and Joseph [5] state that when workers 
advance in their careers, it's because they are given greater 
responsibility, better resources, more prestige, higher 
compensation, and more demanding qualifications. The studies 
conducted by Tessema and Soeters [6] confirm the existence of a 
sufficient association between performance methods and 
employee promotion. Knowles et al. [7] states that promoting 
employees is all about rewarding those who consistently go above 

 

 
 

 ABSTRACT 

When thinking about human resources, one of the most crucial procedures is the promotion process. Managers may inspire 

their staff and ensure the company's longevity with a well-structured promotion procedure. For many workers, the prospect 

of a promotion serves as a significant extrinsic motivator. Maintaining the employee's present level of involvement and 
dedication to the company is a win-win. For the company, it's a key tool for both rewarding employees and keeping tabs on 

their performance. Promotion candidates are evaluated based on a wide range of criteria, including but not limited to: age, 

training score, organisational commitment, seniority, performance level, skills, and awards. The purpose of this research is 
to examine a prediction approach that takes into account the factors used by Machine Learning algorithms like Random 

Forest, Support Vector Machine, and Artificial Neural Network to assess candidates for promotions. By using the ROS 

technique, Random Forest attained the best performance, boasting 98% accuracy, 96% precision, 1.0% recall, and 98% f1-
score values. Human resources and managers might utilise this research to forecast promotion chances, allowing them to set 
appropriate criteria for employees. 

KEYWORDS 
employee promotion,  

prediction,  

HR dataset,  
imbalanced dataset,  

data management,  

ANN,  
RF,  

SVM 

Received on: 
28-02-2024 
Accepted on:  
28-06-2024 

 



 
111 

 

and beyond. Boost your social standing, earn more money, feel 
better about yourself, and achieve personal fulfilment. 
Productivity, self-control, and inspiration in the workplace are all 
on the upswing. Be open and honest, evaluate staff promotions 
using evaluation indicators, conduct timely evaluations, and 
guarantee employee stability. Possibilities for career 
advancement have far-reaching consequences for companies as a 
result of emerging professions. Giving workers chances to hone 
their innovative and creative skills for the company's advantage. 
Raising workers' levels of expertise and experience inspires them 
to do their best work. A new organisational structure is being put 
into place as a result of a mutation in the position. Shahzad et al. 
[8] found that employees' performance significantly correlates 
with their chances of being promoted. Since promotions are 
positively correlated with employee performance and 
organisational productivity, he said that the company's policies 
should adhere to certain guidelines when it comes to promotions. 
Make sure the post doesn't go blank by promoting it to another. 
Workers whose promotions are well-deserved are more invested 
in their job and produce better results as a result. So that more 
people may apply for promotions in their current jobs. In this 
study, we provide a decision-support system that HR departments 
may use to determine whether employees are eligible for 
promotions. The use of unbalanced dataset approaches to address 
imbalances is the main contribution of the paper. The paper's 
emphasis on parameter adjustment is another important addition. 
Human resources will be able to use the study's findings to 
enhance key performance indicators and identify employees who 
might be promoted.  
 
 (KPI) KPIs in promoted jobs. RF outperformed the other 
algorithms with 98% accuracy, 96% precision, 1.0 recall and 98% f1-
score rate obtained among SVM and ANN in this study. 
The paper is organized as described below. Section II describes 
the related work. Section III presents the methods and materials. 
Imbalanced dataset, ANN, SVM and RF algorithms are explained in 
detail. Section IV indicates the proposed system overview. Section 
V gives the experiment results and compare the performance 
metrics of the algorithms. Lastly, Section VI concludes the paper. 
 
RELATED WORK 
The ideal situation, according to McIntyre [9], is to remain with 
the same business for ten years and to be promoted three or four 
times during that period. In addition to looking nice on a résumé, 
those metrics are relevant right now, according to McIntyre. For 
an employee with a 30-year tenure, he thinks it's fair to promote 

them 10-15 times on average. In order to identify instances of 
epilepsy from EEG signals, the study by Hameed et al. [10] 
combined principal component analysis (PCA) with variable 
adaptive momentum (BPVAM) backpropagation, which can 
improve classification accuracy. They also compared their results 
to those of several automated methods. Using the BUPA and ILPD 
datasets, Mutlu et al. [11] presented a model for the detection of 
liver illness that is based on Convolutional Neural Networks 
(CNNs). An evaluation of CNN's efficiency was conducted in 
comparison to that of other machine learning methods, including 
NB, SVM, KNN, and LR. With an accuracy of 75.55% in the BUPA 
dataset and 72.00% in the ILPD dataset, CNN was shown to be 
successful in diagnosing liver illness in their study. In order to 
anticipate the early stages of Parkinson's disease, Rasheed et al. 
[12] put forth a model. They first classified the dataset using ANN's 
variable adaptive moment-based backpropagation method 
(BPVAM), and then they used the size reduction strategy by 
combining BPVAM with PCA. Their research shown that BPVAM-
PCA outperforms BPVAM. According to Ufuk's [13] regression 
analysis model, there is a robust relationship between the three 
types of commitment—emotional, continuing, and normative—and 
the way individuals see marketing tactics. An organisation utilised 
the suggested algorithm to rank candidates for promotions and 
choose which ones to promote. A clarification technique was 
created using α-shear and the optimism index to clarify fuzzy 
weights, and linguistic variables were used to assess prospective 
persons according to criteria [14]. This research looked at the 
banking industry in Pakistan to see how factors like job happiness, 
performance reviews, and development opportunities affected 
workers' productivity. Smart PLs used a SEM analytical approach 
to sample 280 bank workers. Private bank executives would do 
well to prioritise recognition and incentive programmes in light of 
the results, as workers have come to anticipate financial 
compensation for their efforts [15]. In both cases, a higher grade 
or a salary rise are associated with employee promotion. 
Acknowledged as a stepping stone to a promotion, it is an ongoing 
process dependent on professional qualifications and duration of 
service. Human resource activities, including compensation, 
promotion, and performance assessment, are positively and 
significantly correlated with workers' productivity on the job, 
according to the author [16].  
METHODS AND MATERIALS 
Dataset 
In this study, a data set of Kaggle's publicly accessible employee 
values was used [17]. In Table 1, attributes in the analysis is 
indicated. 

   TABLE I.: ATTRIBUTES USED IN ANALYSIS 
 

Attributes Explonation 

employeeid The employee ID 

department Employee’s department 

region Employement region 

education Education Level 

gender Employee Gender 

recruitmentchannel Channel of recruitment for employee 

 

no of trainings 
no of other trainings completed in the 

previous year on soft skills, technical skills, 

etc. 

age Age of Employee 

previous year rating Employee Rating for the previous year 

length of service Length of service in years 

awards_ won if awards won during the previous year 

then 1 else 0 

avg training score Average score in current training 

evaluations 

is_promoted: 

(Target) 

Recommended for promotion 

 

 
Imbalanced Dataset 
The ever-increasing quantity of data has exacerbated the issue of 
learning from unreliable data. This relates to how well learning 
algorithms work. Efficient transformation is at the heart of the 
issue. Since even distribution principles have been implemented, 
standard algorithms have strayed to approaches like incorrect cost 
analysis. This issue keeps cropping up. There will be no 

improvement in prediction accuracy if it is not possible to learn 
from datasets that are uneven. Internal and external imbalances 
both contribute to this issue [18]. The use of hybrid strategies to 
address this problem is on the rise. Data mining may place a 
greater premium on the minority class than the non-minority class 
due to the richness and potential impact of the information 
contained therein [19]. 

SMOTE 
SMOTE is a method that uses synthetic instances to instantiate the 

Minority class. In order to do oversampling, a representative 
sample from each minority group is collected and then shown 
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along line segments that connect any two adjacent 
neighbourhoods [20]. For the purpose of lessening the issues that  
In SMOTE, it was decided that, rather than weighing the data 
points, it would be suitable to establish new minority samples by 
oversampling. The data is extrapolated from nearby occurrences 
of the minority class. The idea of feature space is therefore 
fundamental [21].  
ROS 
Return on investment (ROI) is the simplest and oldest method for 
handling imbalanced classification problems. In order to achieve 
a desirable class ratio during classifier training, the random 
oversampling (ROS) method symmetrically distributes labels from 
minority classes to big classes, thereby doubling the samples of 
labels from minority classes [22]. Now let's pretend that S is the 
imbalanced dataset, SNeg is the majority class representing 
negative data, and SPoz is the minority class representing positive 
data. For each class S, ROS is responsible for randomly adding K 
samples from the minority/positive class such that both classes 
have the same number of samples. With differing degrees of 
equilibrium for the training dataset, different values of K 
correspond to different numbers of positive class samples, which 
is equal to SPos ++K in this example. Once SPos==SNeg, the ROS is 
considered complete. 
Support Vector Machine (SVM) 
Linear and non-linear classification, as well as regression, are 
applications of the Support Vector Machine. Finding the best 
hyperplane is the next step. The decision boundary is the 
hyperplane. The ability to accurately construct the decision 
boundary makes it useful for linear classification, but the 
generation of residual data makes it unusable for non-linear 
classification, when accurate classification becomes a challenge. 
For their categorization, the kernel function is used. Applications 
for it include face analysis, handwriting analysis, and more [23]. 
One reason SVMs can learn to categorise items is because it can 
accomplish tasks like handwriting analysis. 
Artificial Neural Network (ANN) 
At this stage, the brain's functioning is modelled. It offers a 
Socratic approach to learning. An artificial neural network (ANN) 
that aims to mimic human information processing is trained using 
real-world examples. Through learning, prediction, and 
recognition, neural networks amass enormous power by capturing 
all information that happens in the data as patterns and forms. 
Because of the processing that goes into this, ANNs are referred 
to as PEs; they also manage to keep the inputs and outputs in 
check. They are also known as connective models because of the 
system's reliance on connectors. Neural connections between 
hidden neurons are established in guided learning. At this point, 
error back propagation is the learning method that is most often 
utilised. As part of its unsupervised learning process, a neuron 
may enhance its response to a specific input while dampening the 
activity of other neurons. When neurons engage in collaborative 
learning, they reinforce one another's output [24]. 
Random Forest (RF) 
Classification and regression analyses that rely on the construction 
of multiple decision trees benefit most from this approach. No 
amount of "ensemble learning" can derail this strategy. This 
approach to learning is known as the "bagging method," and it 
involves creating a large number of decision trees by selecting 
many subsets of the dataset. In particular, random forests are 
made up of a large number of decision trees that are then merged 
to produce a decision tree that is offering optimal outcomes due 
to the execution of the data categorization procedure  
[25]. Using RF, one may accurately build a regression or 
classification rule, or explore the link between potential 
prediction variables for a given prediction issue. The first scenario 
is an effort to safeguard this region by taking the classification 

error rate and mean error square into account. These two 
objectives, once transferred, may also unite as a single objective. 
In order to arrive at its predictions, the RF Classifier employs a 
cascade of CARTs. A subset of the training instances is plotted 
using a bagging strategy to build trees. You need to know Ntree 
and Mtry in order to plant trees in a forest. Random Forest has 
effective computing skills and can handle big datasets swiftly.  
Evaluation 
After trained data with methods, some metrics with reference to 
evaluation, success and power of the models are acquired. The 
metrics are acquired by using confusion matrix table. The 
confusion matrix is the summary evaluation table created for each 
model which obtained with the methods in the classification 
analysis. [26]. Evaluation metrics and results which representing 
to the power and success of the models are accuracy, precision, 
recall and specificity [27-28]. Accuracy is the ratio of the number 
all correct classifications to the number of the all classifications. 
In the other words, it is the result of how many of the data 
are 
correctly classified. The equation is given as follow: 
 

TP + TN 
Accuracy = 
TP + FN + FP + TN 

(1) 

 
Precision is the ratio of how many of the data classified as 
positive are actually positive. With the following equation: 
 

TP 
Precision = 
TP + FP 

(2) 

 
Recall is the ratio of how many of the data are actually positively 
will be predicted as positive with the equation 3: result is 
achieved: TP / TP + FN 
 

TP 
Recall = 
TP + FN 

(3) 

 
Specificity is the ratio of how many of data which are actually 
negative are predicted as negative. Equation is given on the 
following: 
 

TN 
Specifity = 
TN + FP 

(4) 

 
F1 Score is the result which obtained by combining the calculation 
of the “recall and precision” values. In addition, this value (f1 
score) shows the power and performances of the methods, by 
giving classification results and ratio of the methods used. 
Equation 5 shows the F1-Score calculation. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 
𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 

(5) 

SYSTEM OVERVIEW 
Data for employee promotion is obtained from the Kaggle website. 
The diagram of the overall architecture is indicated in Figure 1. 
Firstly, data are balanced with imbalanced data techniques and 
then passed to the next stage. ANN, SVM and RF are applied to 
balanced data by SMOTE and ROS. Consequently, the model 
generates the classes that labeled non-promoted as 0 and 
promoted as 1. 
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EXPERIMENTS AND FINDINGS 
In this section, data is balanced by SMOTE and RUS techniques and 
a model is proposed on the prediction of employee promotion by 
SVM, ANN, and RF algorithms and the findings are shown in detail 
by Python. 
A. Imbalanced Data Methods 
In this study, the data set consists of 52399 employees. 47853 non-
promoted employees are labeled 0 and 4546 promoted employees 
are labeled 1. 

 
                             Fig. 1 The proposed system models 

 
 

 
The distribution of the highly imbalanced dataset is indicated in 
Figure 2. In the study, SMOTE and Random 
Oversampling techniques are used to reduce the negative 
effect of the problem of class imbalance on classification

. Fig 2. Number of promoted and not promoted

 

 
                         

 

 
Fig. 4. ROC Curve of RF after ROS TABLE II.  

                            Fig. 3. Dataset after balanced methods 
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PERFORMANCE METRICS 
 

 

Algorithms 
Performance Metrics  

Accuracy Precision Recall F1-Score 

SVM 0.92 0.867 0.09 0.17 

SVM_ROS 0.726 0.756 0.667 0.70 

SVM_SMOTE 0.756 0.766 0.736 0.751 

ANN 0.9234 0.8266 0.15 0.25 

ANN_ROS 0.729 0.788 0.627 0.698 

ANN_SMOTE 0.77 0.795 0.728 0.76092 

RF 0.9314 0.84 0.247 0.38 

RF_ROS 0.9842 0.96 1.0 0.98 

RF_SMOTE 0.9157 0.9118 0.92 0.915 

This study presents the performance of the SVM, ANN and RF based 
model in terms of accuracy, precision, recall and F1-Score 
performance metrics. 
The findings from Table II stated that accuracy rate is not enough 
to select the accurate model for imbalanced dataset. Although 
accuracy rates are high, recall and f1-score values 
are very low without applying any imbalanced techniques. F1- score 
are evaluated in selection of the model. 
The performance of the SVM model was calculated, and the 
results are shown in Table II. The F1-Score of the SVM, SVM_ROS, 
SVM_SMOTE are calculated as 0.17, 0.70 and 
0.75 respectively. 
ANN (0.25), ANN_SMOTE (0.69), ANN_SMOTE (0.76) 
scores were obtained according to F1-score performance values. 
According to the findings obtained as a result of the analysis in 
Table II, RF model has an obvious advantage for employee 
promotion prediction and achieve the highest classification 
performance of predicting promotion with 98% F1-score by using 
ROS imbalanced technique. 

 

 
In the HR process, promotions have a positive, substantial, and 
advantageous effect on workers' productivity. Using the RF 
approach, this research proposes a prediction model for employee 
promotion.  
A method that helps HR departments make decisions on whether 
workers are eligible for promotions. Methods that are unbalanced 
in ROS and SMOTE are used. When it comes time to anticipate an 
employee's promotion, classification algorithms like SVM, ANN, 
and RF are used. Among SVM and ANN, RF achieved the highest 
accuracy (98%), precision (96%), recall (1.0), and f1-score rate 
(98%). According to the results, the F1-score—the harmonic mean 
of recall and precision—is the one to employ. To prevent picking 
the wrong model in datasets with unequal distribution, F1 Score 
is more important than accuracy. Having a measuring tool that 
include all error costs, not only False Negative or False Positive, 
is essential, which is why the F1-score is so important. In order to 
enhance key performance indicator (KPI) KPIs in promoted 
positions, HR may use this research to assess the time efficiency 
of their performance. In addition, it might help managers lessen 
the impact of a mistake in promotion candidate selection on an 
employee's handicap after a promotion. Using further data 
balancing approaches, future work will include feature 
engineering and feature significance into the analysis. 
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